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ABSTRACT

Modern consumer behaviour models are
frequently built on data mining of customer data,
and each model is created to provide a specific
response to a specific inquiry at a specific
moment. It can be challenging and uncertain to
predict client behaviour. Thus, choosing the
appropriate method and strategy is essential when
creating consumer behaviour models. It is
challenging to alter a prediction model onceit has
been created for marketing reasons in order to
decide precisely what marketing actions to take
for each customer or group of customers. Despite
this formulation’s complexity, the majority of
customer models are actually quite straight
forward. Due to this necessity, the majority of
consumer behavior models overlook so many
important variablesthat the forecaststhey produce
are typically not particularly accurate. Using a
typical online retail store as a data source, this
article seeks to construct an association rule
mining model to forecast consumer behavior and
identify significant trends from the customer

behavior data.
KEY WORDS

Association Rule Mining, Apriori, Digital
Market, Consumer Behavior, Machine Learning.

INTRODUCTION

Digitd marketing whichindudesmobilephones
display advertising and any other digital medium
(Parsonset a., 1998) and Jerry et al., 2002), isthe
practiseof promoting goodsor servicesthrough digita
technol ogies, mostly onthelnternet. Most commonly,
thisphraserefersto data-driven marketingwaysbrands
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and companies usetechnol ogy for marketing that hasevol ved digital marketing.

Digital marketing applications are becoming more common and effective asmarketing strategiesand
daily lifeembrace moredigital platformsand asindividualsutilisedigital gadgetsrather than go to physica
stores(Yasminet a. 2015). 2019 (igeet a).

Digitd marketing strategieslike campai gn marketinginfluencer marketing, content automation, search
engineoptimisation (SEO), and search enginemarketing (SEM), among others, havebeen extensively studied
inliterature. Through their smartphones, tablets, game consol es, and any other applications, services, and
channelsavailableonthesedevices, consumersareadwayslinked totheinternet. Big dataandyticsare utilized
by retail banksto prevent fraud.

Big dataanalyticsisthe act of looking at enormous and diverse data sets (big data) to find hidden
patterns, undiscovered correlations, market trends, customer preferences, and other val uableinformation that
can ass & organi sationsin making more knowl edgeabl e businessdecisions. Big data, accordingto Chenet d.
(2014), isthe continuously growing dataflood in termsof volume, variety, vel ocity, and complexity that is
produced in the current digital eco-system. Customers’ online purchasing patterns, website clicks, social
mediaactivity logs, smart linked gadgets, geo-location features, etc. areall used to create big data setsabout
them. Advanced big dataanal ytics sol utions offer fresh methods for tackling some of the most important
marketing requirements and producing outstanding results. (2000) Sagiroglu et a. Thesetechnologieshave
the power to modernise conventiona marketing rolesand enhancetheway crucia marketing operationsare
carried out. To provide a holistic picture of each client’s activity, marketers are compiling the data generated
from arangeof live consumer touchpoints. Marketers may optimise customer segmentation modelsand use
theinformation to create customer engagement strategiesand rai secustomer va ue by anaysing thismassive
quantity of solutionshavetheability to significantly impact marketing in the customer management space
Marketinganalyticsis theact of acquiring and analysing dataabout acertain market to help make decisions
about how to dl ocate resourcesto maximisereturn oninvestment. Threefactorsare cons dered whileeva uating
themarket: thetype of customer, the productsthey are buying, and how their purchasing patterns change over
time (2007 Hauser).

Inorder toinform or prepare datafor further analysisdescriptiveana yticsaimsto present aportraya
or summary view of factsand figuresin an understandableformat EM C (Education Service, 2015). Data
aggregation and datamining are thetwo basic methodsused to retel | historical events. It presents historical
factsinadgtraightforward understandable manner for the advantage of asizable businessaudience. Thanksto
descriptiveanalytics, dataispresented inaway that can be understood by avariety of businessreaders. A
variety of businessreaders can easily understand datawhen it is presented and described using descriptive
andytics.

Asdatadriven businesses continueto usetheresults of descriptive anayticsto enhancetheir supply
chainsand decis on-making capabilities, dataana yticswill becomemore distinct from predictiveanaytics.
Predictiveandyticswill become more prevaent or rather amashup of hypothesesmodel's, and optimisation
will becomemore prevalent in dataanal ytics consumer behaviour modelling examines consumer group
behavioursin order to predict how comparable customerswill actinsimilar situations.

Thegod of thisstudy isto usemodelling to overcomethedifficulty of predicting customer behaviour
acrossdigitd platformsThe practise of deve opingamathematica construct to reflect thetypica behaviours
exhibited in particular customer groupsin order to forecast how comparabl e customerswould behavein
smilar circumstancesisknown as customer behaviour modelling. Customer behaviour mode sfrequently sart
with customer datamining, and each model isdevel oped to addressaspecificissueat acertain pointintime.
(2009) Tadajewski; (1985) Sheth.
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2013 (Fullerton) The massive volume of datamust be handled and examined in order to extract knowledge
that supports cost reduction and decision-making.

Inorder to uncover hidden knowledgeor patternsin processed data, datamining offersarangeof tools
and procedures. Personnel can usethissecret information to help them make delicatejudgments. Themain
objective of datamining isto takeinformation from adataset and organiseit so that it may be used later
(Fayyad et al., 1996). For aphrasethat isstated as:

y =f(x) (ean 1)
Wherey (observed) isthe dependent variableand x isaset of independent variablesDatamining offers

detail sabout thetype of customer qualitiesor behaviour can bethought of asthe parameter x, whiletrends
between attributes are represented by the parameter y. Datamining revealshow x andy arerel ated.

Important dataminingfiel dsindudehedthcare, customer re ationship management, and fraud or anomaly
detection. (2005) Koh et al.

Asociationrulemining (ARM), afundamenta techniquethat extensvely exploresthrough big datasets
for hidden patterns, isoneof thetypica dataminingtasks. A pair (X, Y) of setsof characteristicsisreferred
toasanassociaionrule (AR), where X isthe antecedent and Y isthe consequent of therule X Y. According
totheruleif X occurs, Y will follow (Hanetd, 2007). Association ruleminingisatechniqueusedin operating
databasesto find motivational linkages, recurring patterns, and connections between groupsof items. They
providerisk factor interactionsand areinterpretable. In order to handlethe problem of forecasting consumer
behaviour, thisstudy investigates association rulemining utilisng theApriori algorithm. Based on theclient
behaviour data, it will be doneto assessthe way well these algorithm operate.

Literature Survey

A paper titled Task Compl etion A pproach for Modelling Purchase Behaviour at an ECommerce\Website
waspublished by Sismeiro et a in 2004 Thegod of thisstudy isto devel op and estimate amode of online
purchase using click stream information from awebsite that sellscars. Themodel linksuser activitiesand
exposureto materia whilethey are onthewebpageto their likelihood of making an onlinepurchaseby using
aBayes an methodol ogy.

Sequencemining for predicting customer behaviour in telecommuni cationswasintroduced in Eichinger
et d. (2006). Thedifficult task of forecasting client behaviour, whichiscrucia for service-oriented firmsis
what inspired thearticle The suggested sequence mi ning method whi ch permitstakinginto consideration both
tempord trendsand historica data Sequencemining isused with decision treeanalysisto createacomposite
classifier Inthefield of sequence mining ahashing techniqueextended tree datastructureand anew version of
atraditiona agorithm arebothintroduced Theauthorsof thisstudy devel op atree datastructure and method
for sequencemining. Hair (2007) presented thetopic of knowledge production in marketing and thefunction
of predictive analytics. The study included an overview of predictive analytics summarised itseffectson
marketing knowledge production and maderecommendationsfor thefie d sfuture advancesfor both businesses
and scholars. Theability to transforminformation into knowledgeisessentid for surviva inaneconomy built
on knowledge.

Advanced Analytics

Potential and challengeswas studied by Bose (2009). Dataanalyses based on advanced ana yticsgive
businessesadetail ed picture of their operationsand clientsIn the context of predictiveor advanced anaytic,
thearti cle examined the usage of thesethre mining technologies (data, text, anwe) aswell asthechal lenges
associated with thelr efficient implementati on and maintenance. To examinetheir current condition, problems,
and challenges|earned through their practi ses, avariety of recently published research literature on business
intelligence (BI), predictiveanaytics, and data, tax, and web miningisstudied.
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Datamining techniqueswere used to analyse customer behaviour in Guptaet a. (2012). Detailed
information on clients, past purchases, and projections of future purchases are now necessary in order to
achieve customer satisfaction, which can nolonger beattained withabasiclisting of marketing contactsUsing
datamining techniques, thisarticlegivesabus nessand technol ogical overview of thefidd and explainshow
to maximise client profitability. Datamining may strengthen and redefine client relationshipswhenused in
conjunction with sound business procedures and auixiliary technol ogy.

Datamining methodswere applied in Ngjad et a. (2012) to boost the effectiveness of the customer
rel ationship management (CRM) procedure. Thisstudy demonstratesthat by combining CRM and datamining
approaches, itispossibletoincrease CRM effectivenessand provideaquick and efficient responseto client
reguests. Thus, thewritersof thisstudy examine key CRM and dataminingideasin order to dothis. The
authors think that data mining methods can boost CRM’s effectiveness. Organisations can identify the customer’s
data patternsby using datamining. Consequently, it hel psbusinessownersto more effectively providetheir
servicesand goods.

A study on socid mediaand digital marketing was conductedin 2014 by Tiagoet a. Inlight of digital
marketing, asizeableamount of there ated research is currently more customer-focused than firm-focused. In
order to better comprehend digital marketing and social media usage, as well as their advantages and
disadvantages, this study adoptsthe perspectiveof thefirm. Thisstudy adoptsthe perspective of thefirmto
makeiteaserto grasp social media usage, digital marketing, and their uses, aswell astheir advantagesand
disadvantages, in order to address the flaw of the firm’s over-reliance on customer behaviour. The difficulties
and optionsfor marketinginthedigital agewerediscussedin Leeflang et d. Theenormousbenefitsthat digita
marketing offershavereceived alot of attention, but theactual difficultiesthat businessesare having while
turning digital havereceived little attention. Based on thefindings of asurvey among aconvenience sampleof
777 marketing executivesworldwide, the authorsof thispaper highlight thesedifficulties.

Analyticsand datamining for consumer behaviour were presented by Haastrup et d . in 2014. Accurae
profilesarebeing created by identifying requirementsand i ntereststhrough themonitoring of client behaviour,
enabling businessesto provide customerswithwhat they want, whenthey wantit, improving customer
happiness and keeping them coming back for more. Datamining providesthe connection between transactiona
and anaytical systems, which have been devel oping independently in largescal einformation technology. The
apriori method, ruleinduction techniques, and association rulemining areal compared in thismarket base
anadysisresearch.

M ethodology

For thisarticle, network datathat describes consumer activity when making purchasesfrom online
retailerswas gathered. Invoice number, stock code, item description, quantity, invoicedate, unit price, customer
ID, and country of purchase areafew examples, but there are many more. They were examined after being
obtained from the UCI repository. Theonlineretail store dataset hasroughly 500,000 rows and eight (8)
atributes. Theinput variablesfor thesuggested model arethesecharacteristicsof client behaviour. Themethod
involvesmining client behaviour and purchasing rulesusing association andysis. TheApriori dgorithmisused
to put thetechniqueinto practise. The architectureframework for associ ation rule based consumer behaviour
predictionisshowninFigurel.
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Figure1: Customer behavior prediction model using rulemining approach architecture

Dataset Description

All online customer transactionsfor aglobally based and officidly registered nonstore onlineretail er
that took place between December 1, 2010, and December 9, 2011, areincluded in the dataset, whichisa
structured transnational dataset. The company primarily offersone-of-a-kind giftsfor every occasion. The
company hasalargenumber of wholesalersasdients. Thecustomer behaviour datafromonlineretall purchases
includeseight variableswith both continua and symbolic festures. Theinvoice number, thefirst attribute, has
anomina valueandisa6 digit integral number that isspecifically assigned to each transaction. Thiscode
denotes a cancellation if it begins with the letter “c.” The stock code, which defines the product (item) code,
isthe second attribute. It holdsanomina value, a5-digit integral number uniquely assigned to each distinct
product. Thethird givesthe description of the product (item) name, whilethefourthisthe quantity of each
item purchased per transaction. Thefifth attributeistheinvoice date and timeof each transaction. Unit price,
whichisthe product price per unit, isthesixth attribute. The seventh atributeisthe customer 1D, or customer
number, a5-digitintegral number uniquely assigned to each customer. Thelast attribute hol dsthe name of the
country wherethe customer resides. Table 1 showsthedifferent behaviora features.
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Table1: Onlineretail storetransaction dataset description

S/MN MName of features Description

1 InvoiceNo a 6-digit integral
number uniquely
assigned to cach
transaction

StockCode a S-digit integral
number uniquely

N

assigned to each
distinct product

3 Description Product (item) namea

4 Quantity The quantities of each
product (item) per
transaction

5 InvoiceDate The day and time
when each transaction
was gencrated

o UnitPrice Product price per unit
currcncy

7 CustomerlDD a S-digit integral
number uniquely
assigned to each
Ccustomeer

= Country the name of the
country where cach
customer performs a
transaction

Eight nomina and three numeric datatypesare present inthe collection. For effectiveandysis, al data
fieldsaretransformed to astandard format, which isnumerica. Inthe preprocessing stage, feature selection
isacrucid step. Thefilter gpproachisemployed for feature sel ection. After thevariableshave been uniformly
represented asnumerica va ues, afeaturesdectionmethod will be gppliedto theinput variablesto determine
how important they areto the output. Thefeature sel ection techniqueto be used isthe correl ation coefficient
anaysisas shownin equation below.

. n(3v.8)-(3v,)*(XB)
O ,2 r Vs 2 2
\IuanIr —(Z[f)_ l.-:ZB —(ZB)J
Wherer = Pearson correlation coefficient, V. isvariable (attribute) statevalue, B istarget behavior of
the customer, nistotal number of transactions (data points) in the data.

AprioriAlgorithm

Over the databaserecords, theApriori dgorithm performsfrequent item set mining and association rule
learning. To execute association rulemining, usethis. Itsjob isto identify frequently occurring groupings of
attributetraitsthat frequently occur toget. The programmelooksfor common itemsetsin the network
dataset. Theligingillustratesthefundamenta methodology for utilising theagorithmtolocate commonitem
groupings. Thesatsthat fulfil theminimum support leve will subsegquently beidentified by scanningthetransaction
dataset. Setsthat fal short of the required degree of support will bediscarded. Thefind stepisto mergethe
remaining setsto createitem setswith two elements. Stepsfor scanning the dataset are described as:

Listing 1: Apriori dgorithm

Sep 1. Whilethe number of customer attributeitemsinthe set isgreater than O:

Sep 2: Createalist of customer attributeitem setsof length k

Sep 3: Scanthedataset to seeif each customer attributeitem set isfrequent

Sep 4: Keep frequent attributeitem setsto createitem setsof length k+1

Following is a detailed explanation of algorithm 1’s iterative step 3 (scan dataset): Each transaction in
the dataset isasfollows: Determinewhether Pat isasubset of Tranfor each set of customer attributeitem sets.
If S0, raisethecount for every set of customer attributeitem. Keepthisitemif thesupport issufficient. Giveme
alist of commonly occurring attributeitem sets.
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Results and Discussion

InaPython programming environment, themodel isimplemented. Python hasastraight forward syntax
andissmpletoimplement for big dataanadys's, which requiresmassive datasets, making it auseful language
for datamining applications. Python dso offersan interactive shell that enabl esthe viewing and inspection of
elementsduring implementation, whichis another justification for adopting this technology. Based on
execution timeand automatically produced association rules, themodel isevauated.

PerformanceAnalysis

Dueto their extensive applicability inthemaority of related literature, three eva uation criteriawere
chosenfor thisstudy. They consist of the number of regularly occurringitem sets, thenumber of rulesgenerated,
and theexecution time (in seconds). Thegraph of thefrequency of itemsagainst theminima support isshown
inFigure?2.

Frequent behaviour pattern

Frequent patterns

01 02 03 04 05 06 07 08 09 1

Fig. 2: Plot of number of frequent patterns generated based on minimum support levels

REFERENCES

1. Bose R.(2009). Advanced analytics: Opportunities and challenges. Industrial Management &
Data Systems 109(2):155-172.DOI: 10.1108/02635570910930073

2.  Chen,M. Mao, S. & Liu, Y. (2014). Big Data: A review. Mobile NetwA ppl, M obile Networks and
Applications, Soringer-Verlag New York, Inc. Secaucus, NJ, USA. Volume 19 Issue
2, Pages 171-209 DOI 10.1007/s11036-013-0489-0.

3. Eichinger, F., Nauck, D.D., &KKlawonn, F. (2006). Sequence Mining for Customer Behaviour
Predictions in Telecommunications.for marketing in a digital era. European
Management Journal, 32(1),pp 112. https://doi.org/10.1016/
j.emj.2013.12.001

4. EMC Education Service (2015). Data Science Big Data Analytics: Discovering, Analyzing,
Visuadizing and Presenting Data Published by John Wiley Sons, Inc. ISBN: 978-1-
118-87613-8,January 2015, 432 Pages

5.  Fayyad, U., Piatetsky-Shapiro, G. and Smyth, P. (1996) From Data Mining to Knowledge
Discovery: AnOverview. In: Advancesin Knowledge Discovery and Data Mining,
AAAI/MIT Press, Cambridge.Pp 37-5

6. Fullerton, R.A. (2013). The Birth of Consumer Behavior: Motivation Research inthe 1950s, In
Journal of Historical Research in Marketing, Vol. 5, No. 2, 2013, pp.212-222

7.  Gupta, G & Aggarwd, H. (2012). Improving Customer Rdlaionship Management Using DataMining.
April to June 2023  www.shodhsamagam.com

ADouble-blind, Peer-reviewed and Referred, Quarterly, Multidiciplinary and
Multilingual Research Journal

Impact Factor 766

SIIF (2023): 7.906



ISSN : 2581-6918 (E), 2582-1792 (P) Sandeep Rajani, BirendraGoswami

Year-06, Volume-06, |ssue-02

SHODH SAMAGAM Page No. 760 - 767

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

International Journal of Machine Learning and Computing, Vol. 2, No. 6,
December 2012. Pp. 874-878

Haastrup, A. V., Oladosu, O.A., Okikiola F. M., Oladiboye, O. E., &Ishola, P. E. (2014). Customer
behaviour analytics and data mining. American Journal of Computation,
Communication and Control 2014; 1(4): 66-74

Hair Jr, J. F. (2007). Knowledge Cresationin Marketing: The Role of PredictiveAnaytics. European
Business Review 19(4):303-315. DOI: 10.1108/09555340710760134

Han, J., Cheng, H., Xin, D. & Yan, X. (2007). Frequent pattern mining: current status and future
directions. Data Mining Knowledge Disc (2007) 15:55-86 DOI10.1007/s10618-
006-0059-1.

Hauser, W. J. (2007) “Marketing analytics: the evolution of marketing research in the twenty first
century”, Direct Marketing: An International Journal, Vol. 1 Issue: 1, pp.3854,
https://doi.org/10.1108/17505930710734125 .

Ige A.O, Akingbesote A.O, Orogun A.O. (2019). Trust appraisal in a conventional e-market
environment: A review. Canadian Open Information Science and Internet
Technology Journal. Vol. 1, No. 1, April 2019, pp. 1-9

Jagdish N. Sheth and Chin Tiong Tan, Singapore: Associ ation for Consumer Research, Pages: 5-7.

Jerry, W. &Vijan, M.(2002). Digita Marketing, Symphonya, Emerging Issuesin Management, n.
1,2002,,http://symphonya.unimib.it/article/view/2002.1.04wind.mahgan. pp. 43-54.

Kiani, G. R. (1998),”Marketing opportunities in the digital world”, Internet Research, Vol. 8 Issue2
pp. 185 - 194

Koh, H. C. & Tan, G (2005). Data Mining Applicationsin Healthcare. Journal of Healthcare
Infor mation Management, VVol. 19, No. 2. Pp 64-72.

Leeflang, P. S., Verhoef, P. C., Dahlstrom, P, & Freundt, T. (2014). Challengesand solutionsfor
marketing inadigita era, European Management Journal 32 (2014) 1-12

Negad, M.B.,Ngad, E. B. &Karami, A. (2012). Using DataMining Techniquesto Increase Efficiency
of Customer Relationship Management Process. Research, In Journal of Applied
Sciences, Engineering and Technology 4(23): 5010-5015,2012 | SSN: 2040-7467

Parsons, A., Zeisser, M. & Waitman, R. (1998). Organizing today for thedigital market tomorrow.
Journal of interactive marketing, volume 12 / number 1/ winter 1998

kkhkkkkkk*k

April to June 2023  www.shodhsamagam.com | roact Factor
ADouble-blind, Peer-reviewed and Referred, Quarterly, Multidiciplinary and Sl F[22023): 7906 767
Multilingual Research Journal



