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ABSTRACT

ORIGINAL ARTICLE _The digital imag(_e ha_s becgme one of the
most important contributions in the current
iconographic scene. Its speed up growth in the
different contexts of graphic and audio-visual
production has prompted several changes of great
significance and has eased the devel opment of an
increasing digital community. In our work we will
focus on classification tasks. A classifier is any
system capable of predicting the class to be
assigned to a grouped data set, which we call a

o Authors pattern. Each pattern is defined by the values of
Pranjali Dewangan, Ph.D., its ““attributes”. The process by which a classifier
KrishnaMurali Sahu can predict said class can be based oninformation

that is provided a priori (rules introduced by an
expert) but, in the field of Artificial Intelligence,
research is usually focused on systems that are
capable of learning the relationship between
attributes and classes on their own. Refer to a
simple example, data from a patient’s medical
history could constitute a pattern; its attributes
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thediagnosisof thepatient inrelation to a disease

‘ could be abstracted as a classification problem:

_ \ the class would be binary if you have the disease

(yesor no). Other problems that could be defined

Plagiarism Checker X - Report aretheir degreeof propensity for a specific disease.

Originality Assessment In either case, the “class” that the system predicts

o 3% isusually defined asan element within a predefined

S set of labels. When the classifier hasa set of model

SRR .5~ AT patterns, for which it knows the associated class,
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supervised inductive learning models can be
applied. In these, the known data set (learning
patterns) is analyzed to generate a classification
model. Having carried out thistask, the classifier
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should be able to generalize the available information to predict the class that corresponds to any
other data pattern presented to it. The reason why the classifier can make this prediction is dueto the
correct representation of the correlations that exist between the attributes and the class associated
with each pattern.
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INTRODUCTION

A specifictypeof classfier isonethat isbased onthe nearest neighbour rule. Thisclassifier isconsdered
“lazy because the input data is not pre-processed in any way. All patterns known to the classifier are kept;
when theclassifier must predict the classto be associated with an unknown pattern, itissmply assigned the
classof the closest known pattern. Thisclosenessisdefined intermsof aproximity function (normaly, a
distancefunction) that must be previoudy defined. An effortlessway of representing aclassifier of thistype
conggsinassuming aprobleminwhichtherearetwo numericd attributes. Inthiscase, theattribute spacewill
beasection of the plane. Over this spaceyou can S mply usethe Euclidean distanceto measurethe proximity
between the patterns. It isseen that each known pattern definesaround it aregioninwhichitisresponsiblefor
attributing the val ue of the class; the union of these regions constitutesthe attribute space. The cal cul ation of
distances between patternsisan expensive process, for thisreason, in these cases an attempt ismadeto use
data sdl ection methodsto reduce the computational cost of the classification process. Oncethedataselection
isdone, theclassfier retainsamuch smaler amount of information and consequently the classification process
isaccelerated. Theinformation that isretained isaset of prototype. Thereare severd waysto generatethese
setsof prototypes: some systemslimit themsalvesto choosing some of the patterns as prototypes (Prototype
Selection); others choose the prototypes without the need for them to match known patterns (Prototype
Replacement). Both problems can be addressed using metaheuristic search algorithms, such asEvol utionary
Algorithmsor the so-called Swarm Intelligence Algorithms. The advantage of such an approachisthat the
algorithm behavesrobustly and efficiently in awide set of domains. One of theselatter d gorithmsiscaled
Particle Swarm Optimization (PSO). The PSO dgorithmiswidely used for solving optimization problemsand
has become popul ar thankstoits speed of convergenceand thesmplicity of itsimplementation. However, it
ishot yet used consistently in classification problems.

The PSO agorithm could be used directly in classification problems. To do this, wewouldfirst haveto
transform the classification problem into an optimization problem, by means of an adequate coding of the
solutionsin the particles of the swarm. However, thisway of solving the problem has significant drawbacks:
The size of the search space grows proportionally to the number of prototypesto beobtained. In PSO, the
dimension of theparticlesisfixed and thesamefor dl of them, sothat thereisno flexibility for thedgorithmto
choose by itself the most appropriate val uesfor the classification problem that you want to solve. Thereisa
problem of symmetriesin coding: aparticlewould beaset of prototypesin acertain order. However, al the
permutations of that order correspond to asingle solution to the problem. Thistype of situationisknownto
impair the performance of any search metaheuristic. Consequently, theaimsfor thisDoctoral Thesiscanbe
seen from two pointsof view: Thequdlity of said agorithmwill bemeasuredintermsof:

»  Agoodresultintermsof generdizability, that is, the application of the algorithm to unknown patterns
(prediction). Thismeasureisthe basi c objective of any classification system.

»  Areduced set of prototypesin the solution. In thisway, the prediction can be made with minimal
computationa cost.
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»  Computationd cost of affordabletraining. Thecalculation of distancesto prototypesisacomputationaly
intensive process, and aninductivetype system hasto perform this process repeatedly, over anumber
of iterationsand for apopulation of individuas. Therefore, attention should be paid to this aspect.

> Applicability to diversedatasets, including datasetswith noisy patterns.

Review of Literature

Rulesbased on prototypes, which taketheform of clausesof logic about about similarity, expressedin
termsof afunction of proximity (may or may not beamathematical distance), between theattributes of the
patterns and those of a set of exampleswhose class| know each other and that servesasareference. They
areusudlyadsocdled Classfiersby Smilarity . Inparticular they belongto thisclass|tistheclassifiersthat
usetheruleof the nearest prototype:

If pi =argmin P (8(Patronj, pk €P)), then Class(Patronj) =Class(pi) .Amongthem| canciteIBK (Aha
eta., 1991), or dsowell K* (Cleary and Trigg, 1995). | could dsoincludeinthiscategory certain classifiers
based on networksof neuronsor Networks of Radia Base Function Neurons (RBFNN, (Powell, 1987).

Rulesbased on fuzzy logic, analogousto thefirst, but ex- in clausesthat analyze the membership of
attributesto fuzzy setswhoseinferencerulescomefromthefield of Fuzzy Logic. Commoninthisfield are
approximations of evolutionary type, such astheone proposed in (Ishibuchi etal ., 1999), whereindividual
setsof rulesareevolved or (Shi etd., 1999), in which encodesawhol e fuzzy classification system by means
of aGeneticagorithm.

Different types of rule can expressrel ationships of different complexity between attributes. Onan
“attribute space” defined by the number of attributes, the patterns of the same class would form region as
whose imaginary separation would be given by the “decision boundary”. In (Duch and Grudzinski, 2001) the
different typesof rulesare anayzed in function of the type of decision boundary that they are capabl e of
generating. Infuntion of theboundary type (for example, if they arelinear), you can define equiva ence classes
between ruletypes. Theway to eval uate the useful ness of aclassification sysemismultiple.

A detailed study of the characteristics, advantagesand ways of using these tablesin (Fawcett, 2004).
The use of techniquesisalso attracting growing interest. Multi objectiveto add the eval uation measures
previoudy cited. That is, they are considered | earning objectives, independently, the classifi cation success
rate, complexity of the system, solution, computationa cost, and other specificsof thea gorithm used to the
classfication. Toalarge extent the success of thefield comesfrom the devel opment recent evol utionary multi-
objectiveoptimization agorithms. You can consider (Jin, 2006) and (Jin, 2007) for areviews.

In (Devroyeet al., 1996) you can consult the statistical analysisof the sifter with K neighbour. Its
srengthliesinthe convergencetest of the classification error under limit conditions: itisshownthat, whenthe
number of available patterns convergestoinfinity, the 1-NN algorithm covergeto an error no worsethan
twicethe Bayesian error, which isconsidered thelower limit achievable. Similarly, when K neighbour are
used, approximatesthe Bayesian error, for acertain value of K that grows asafunction of the number of
patternsavailable.

Thestatistical analysisof theseclassifiersconsidersthat they alow usto consider the probability that a
pattern v belongsto agiven classC (p (C | x)). It isdetermined that said probability isproportional to the
number of Class C patternsamong theK closest neighbour. Consequently, the decision rulemust assign to
pattern x themost numerousclassesamong those K neighbours. Theredationship of thisclassfier withmethods
of Classicd classificationin (D. Michieand DJ Spiegd halter, 1994). The concept of proximity or similarity
requiresthedefinition of ameasure over theattribute space of the patterns. It iscommon to usethe Euclidean
distance, but therearea so other options (Atkeson et d ., 1997), astheweighted Euclidean distance, Minkowski
distance, etc. sdlection of the gppropriate proximity measurefor aproblem can be determined by so that the
classfier performswell.
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From aperformance point of view, thetask of classifying apatternisacostly process, sinceit requires
cdculating thedistanceto all known patterns. Although there are procurementsthat avoid performing thefull
distance comparision as (Aryaand Mount, 1993), remainsafactor of inefficiency.

There are numerous methods of thistype, which | can group into two following groups, inwhich |
follow the denomination that isusedin (Kunchevaand Bezdek, 1998): methods of selection of instances or
prototypes (Instance Sel ection or Prototype Sel ection) and replacement methodsterm of prototypes (Prototype
Replacement).

Therearemethodsthat seek amore systemati c approach to the problem, through the use of geometric
approximations such asthose described in (Godfried T. Toussaint and Poul sen, 1984). These techniques
consist of generate graphsthat establish ane ghbourhood rel ationship based on the distance between the
patterns. Once one of these graphs hasbeen generated, the set of prototypesisobtained fromtheoriginal set
eliminating all those patternswhose neighboursonthegraph aredl of the sameclass.

Research Methodology

The planned of two-stage hybrid datamining process. Inthefirst stage, weadopted the statistical pre-
processing method. It will deletethe negligiblefeaturesto minimize uncertainty inthenext step of datamining.
In the second process, we proposed the datamining strategy focusing on the PSO norm, whichwascalled
discrete PSO. In this study, we tested our proposed DPSO algorithm using the set of Wisconsin breast
results. Therewere 9 attributesand 1 order variablefor the datacoll ection. We repl aced the missing datawith
theva uesthat most commonly occur inthisfesture. Themeaning of 9 attributes, asidefromtheorder variable,
isbetween 1 and 10 and thehigher valueisararer tumor condition, likedatapresented intable 1. The dataset
comprises 698 points, and 461 have been diagnosed as benign (order= 2) and 238 (Order = 4) to be
metastatic. We a so split thetraining data set that comprises459 patient information and validation data set
comprising 240 patient recordsrandomly fromtheinitial dataset.

Tablel: Dateset Variable

FeatureDateVarible Simplified domain express
Lump Viscosty 1-10 Z1
Cdl SizeUniformities 1-10 Z2
Cdl ShagpeUniformities | 1-10 Z3
FringeCohesion 1-10 Z4
SinghleDeciduaCdl Size| 1-10 Z5
Basic Core 1-10 Z6
Mild Chormetin 1-10 z7
Regular Core 1-10 Z8
Mitospore 1-10 Z9
Ordar 24 Z10
2: Benign, 4: Metastatic

Table2: Encodingform
No. of feature Variable ‘ Variablel‘ >or:or<‘ ........... ‘ Variablem‘ >0or=or< ‘Threshold ‘

Table3: Theexample of encoding
211/3]4[5]1] 2

Thedatacollectionisused tolearn about breast cancer and then to offer thelaw of judgments. Thetest
data set was not used to build the output verification process. The hybrid solution’s flow diagram is seen in
Table2and 3.
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Result and Discussion

PSO owesitsoriginsto bird entertainment in agroup flock. Any portion hurried inthistechniquewith
a pace matched to its partner’s flying memory and experience. The impartial function values of a particle are
calculated by afitnessva ue. PSO isagenetic a gorithm process, ana ogousto the neura networksinwhich
anarbitrary population of solutionsinitidizesacomplex structure. InPSO, arandom ve ocity isoften assgned
to create an atom, in addition to any latent key. In the problem space each particle moves along its co-
ordinates, rel ating to asuperlative key. In addition, thefitness benefit for the supplementd treatment is often
takeninto consideration. Thisfitness attributeisbest. Thelocation of these strategiesis known to bethe
highest. In our optimistic process, we used apersonalized version of PSO to implement arevolutionary
technique. Here we’ve assigned the estimation of the weight factor after the option of robustness with a view
toincreasingthelikelihood of sdectingtheright particle.

CONCLUSION AND FUTURE WORK

Thediagnosis of PSO breast cancer was atedious operation. Different study in the areaof breast
cancer diagnosiswas conducted viathe PSO algorithm. In this study we presented aprofessional object
recognition and monitoring dependent on motion. Wea so improved adi stinctive technique by implementing
an optimization agorithm to monitor the gppropriate entity throughout theimage processing phase. We aso
established aspecific way to select the threshold val ue needed for the entity to beidentified from the video
usi ng the optimization a gorithm. Furthermore, apoint-based a gorithm was suggested. Inthis, point |abelsor
nodesareallocated to 12 separate areas of the breast that monitor movement eventsreliably by calculating
dissmilarity. In order to show the efficacy of the system proposed, we correl ated the specificity and therecall
benefit with F-measurement of the method proposed with the current method for object identification and
monitoring. According to theoutput review, the suggested approach hasahigher F-measurement va uerelative
to other gpproaches. Computing costsand timearefurther minimized sncetheagorithmislinearly complex.
For asingleobject framediameter and utilizing 25 mode detector features, theaveragetimeto processis 102
ms. If themodel detector usesonly 10 features, thetotal isdecreased to 26 msasthe algorithm operates
quickly enough to enablerealistic usage. With theaid of parallelism, real time application may be made
feasible. A development of thiswork will betheextraction of human structurd featuresutilizing multi-resolution
approachesincluding thetransformation of the contour |et. The device suggested functions sequentidly, using
theeffectsof object i dentification asfeedback as monitoring. However, monitoring may beused for identification
purposes. Thestrongest way to avoiding the survivor with breast cancer isto recognizeit early by testing your
breast for differencesin form or scale. Datamining and statistical analysisisoneof the ssmplest waysto seek
ahugevolume of vauable datain amountsof enormousquantities. The proposed PSO dgorithm schemecan
begppliedin different fieldsof solving dassfication problems. In general terms, we can suggest the gpplication
of the perspectivefor every probleminwhich thecoding of individuasit should consider the same solution to
al permutationsof aseriesof partial solutions. Inthissense, one could think of devel oping agenerdization of
the Prototype Swarm to a Generalized Particle Swarm framework for solving problems with these
characterigtics.

In Section above we propose someworks aimed at generalizing the principlesthat have beenincluded
inthe proposed agorithms. On the other hand, thereisthe possibility of improving the Prototype Swarm
agorithms, someof whichwe point out inthis Section. Neighbourhood definition isnot generated explicitly.
Althoughitisnot desirableto usethe cad culaion agorithm of theVoronoi graph, therearea gorithmssuch as
some versions Growing Neural Gas Network, inwhich the prototypesthat are candidatesfor having said
neighbourhood relationship areexplicitly identified. To dothis, for each patternitisdetermined which isthe
closest prototype, and a so the second prototypein order of proximity. Thesetwo prototypesshareaboundary
that isfound somewhere between the pattern and the second neighbour.
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