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ABSTRACT

Astheuse of internet & network are growing
very fast and high speed is recommended, the
problem of congestion becomescritical issue. There
areseveral congestion control mechanismhasbeen
devel oped, but till thereisno any singlealgorithm
that can resolveall problems of congestion control
on network. Congestion isa problemwhich effects
on losses, throughput (wastage of bandwidth used
for retransmission & unnecessary processing),
delay & other performance metrics. Congestion
AparnaTiwari control is a process which keeps the flow of load
below than the network capacity. The main
objective of this research is to develop a fuzzy
based congestion control algorithmwhich canable
to detect congestion prior to its occurrence &
accordingly perform action in order to avoid
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space & also perform necessary action to avoid congestion. The proposed algorithm is capable to
perform well in wired/wireless network especially in mobile ad-hoc network where each node can
work as router.

KEY WORDS
Congestion, Congestion control, Fuzzy logic, TCP/IP Performance metrics.

INTRODUCTION

Ashighway iscongested when it isoverloaded with traffic in theform of vehicles, smilarly Network
gets congested whenit isoverloaded with data. In networking, congestion occurs on shared networkswhen,
multiple userscontend for accessto the sameresources (bandwidth, buffers, and queues) or in ssimplelanguage
when thetraffic flowing through anetwork exceedsits maximum capacity, becauseroutersreceive packets
enough than their capacity to forward them, one of thesetwo things may happenin case of congestion: The
subnet may prevent additional packetsto enter in congested region until pre-present packets are processed,
or Thecongested routers can abandon queued packetsto providetheroom for new arriving packets. Without
congestion control, asending node, may continue transmitting packets that may be dropped later dueto
congestion collapse, and extraprocessing time & bandwidthisneeded for retransmission, that will causeto
increasethe unnecessary |oad on network and network get congested.

Congestion handling can bebroadly dividedintothefollowing:
»  Congestion Recovery: Restoresthe operating state of the network when demand exceeds capacity.
»  Congestion Avoidance: Anticipate congestion and avoid it so that congestion never occurs.
Themeaning of congestion isthat theload in the network ismuch morethan theresourcei.e. router can
handle. Inthissituation, solution can beeither to decreasetheload or increasethe number of resources.
To increase resources bel ow mechanism can be used:
By increasethetransmission power of asatellitewe can increasethe size of bandwidth.
Congestioniscaused by dow links.
Usemultipleroutersto split-up thetraffic rather than asingle best route.
Useof did-uplinks.

A wbdhpRE

However large buffer space cannot solvethe problem of congestion control, as queuesand delayscan
get solong that when the packet come out from the router, most of them have already timed out and need to
retransmit. A moderated buffer s ze should beused which iscompatiblewith the packet lifetimeor may beless
than the packet lifetime, asno one packet residein the queuewhichisaready timed out. High speed linkscan
a so not work in thissituation asthe high speed networks get connected vialow speed links and congestion at
the point of interconnection becomeaproblem. Even high speed links can help to control the congestion and
can improve performance with one effective congestion control algorithm, that can detect thetraffic and
manage beforeit get congested. With high speed links, thearriva rateto thefirst router became much higher
than therate of departure, leading tolong delay, buffer overflowsand packet | osses.

Congestion control required not only to prevent congestion collapsein the network but alsotoimprove
the network utilization. With increasing in speed of network the problem of congestion becomesacritica
issue. Itisvery difficult to control congestion using conventiona system. Fuzzy | ogic based congestion controller
can behe pful to estimate the performance of network and adjust thetraffic without any loss.

Inthisresearch | have proposed acongestion control agorithm whichisbased onfuzzy logicthat caculatethe
congestion gradient factor onthebasisof Availablebuffer space& difference between the number of incoming
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& outgoing packetswith in aparticular router. On the basis of congestion gradient factor it perform the
necessary action to avoid the congestion.

TCP Congestion Control

TCP( Transmission Control Protocol) provides congestion control servicesto application layerin
Connection oriented network. It uses open loop congestion control to prevent congestion and closed loop
congestion control to removethe congestion in network when it occurred. Thebasicideaof TCP congestion
control isthat each sender haveto tranamit just theright amount of datato keep the network resources utilized
but not overloaded. To avoid network congestion and receiver buffer overflow, the maximum amount of data
that the TCP sender can transmit at any timeisthe minimum of the advertised window and the congestion
window?. The TCP congestion control agorithm dynamically adjust the congestion window accordingtothe
network state.

Thisalgorithm has4 phases.
Slow start,

Congestion avoidance,
Fast-retransmit and

Fast recovery.

A wbhpE

Infirst phasethe size of congestion window grows exponentially on thereceiving of eachACK. The
reasonistofill an empty pipeasearly aspossiblefor the better utilization of network. Slow start stopswhen
the congestion window reaches ava ue specified asthe congestion threshold, whichisinitially set to 65,535
bytes. At this point the next phase (Congestion Avoidance) takesover. In thisphase network in running close
tofull utilization. Inthisphasethe congestion window s zeincreaselinearly rather than exponentidly toavoid
congestion. The congestion window stopsincreasing when TCP detectsthat the congestion occurs. At this
point thecongestion thresholdisfirst set to one-hdf of the current window size (theminimum of thecongestion
window & the advertised window, but at least two segments). Next the congestion window isset to one
maximum sized segment. Then the algorithm restartswith slow start phase. The basic assumption of this
algorithmisthat asegment lossisdueto congestionrather than errors. Itisquitevalid in wired network where
the percentage of segment lossdueto error islessthan 1 percent. However, the assumption may not bevalid
inawirelessnetwork wheretransmission errorscan berelatively high.

TCP Variants

Inorder toimprovethe performance of the network, severa mitigation techniqueshave been suggested
over standard TCPVersion:

» TCPTahoe: TCPTahoeisoneof thefirst TCPimplementation for congestion control which was
suggested by Van Jacobson. It included dow start, Congestion avoi dance and fast retransmits. INTCP
Tahoe, RTO (Retransmission TimeOut) isanindication of congestion and enter congestion avoidance
phasg[17]. It then setsthe congestion window (cwnd) to 1 and slow start thrash (ssthresh) to cwnd/2.
Theproblemwith Tahoeisthat it takes compl ete timeout time to detect packet |oss and sometimes
even longer because of the coarse grain timeout.

» TCPReno: TCP-Renousesfast retransmit and fast recovery to handle packet | osses. It retransmit the
lost segment Whenever 3 duplicate A CK sreceived, without waiting for timeout and entersfast recovery.
Infast recovery, ssthresh & cwnd is set to half of the value of the current cwnd. TCP- Reno cannot
effectively detect multiple packet |osswithin the ssmewindow.

» TCPNew Reno: TCPNew Renoisdight modification of TCP-Reno that canimprove performance
during fast recovery and Fast Retransmit mode. It can detect multiplelosseswithin the same window.
In phase of Fast Recovery, when apartial ACK isreceived which acknowledge some segments but
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not al of the outstanding segmentsaat the start of Fast Recovery period. In TCPReno, Partial ACKs
lead the sender out from Fast Recovery resulting in atimeout in case of multiple segment losses. In
New Reno Partial ACKs don’t take out TCP from Fast Recovery. Instead it assumes that the segment
immediately after themost recently acknowledged hasbeen lost and thuslost segment retranamitted. It
remains in Fast Recovery until all of the data outstanding when Fast Recovery began has been
acknowledged. TCP New Reno does not wait for aretransmission timeout and continuesto retransmit
lost segmentsevery timeit receivesapartial ACK thereforeitismore suited than TCPReno to the
mobilewirdessenvironment where packet |ossesmay occur in bursts. TheNew Reno suffersfrom, is
that to sensepacket |ossit need oneRT T for each packet. After receivingtheACK for firgt retransmitted
segment than only we can understand which other segment waslost.

» TCPVegas. Vegas is fundamentally different from other TCP variants as it doesn’t wait for loss to
trigger congestion window reduction. Vegasread & record the system clock when the segment is sent
& ACK arrivesand dotheRTT calculation to check the difference between the current timeand the
time stamp recorded. If the differenceis greater than the timeout value then Vegas retransmit the
segment without havingtowait for 3 duplicateACKs.

It cal cul ates the expected throughput as:
Expected =WindowSize/ BaseRTT

WheretheWindowSizeisthe size of the current congestion window. If congestion existsthe actual
throughput will belessthan theexpected throughput. Thedifference between the expected and actud throughput
ismaintained by thevariable Diff, If Diff<a, aLinear increase of cwnd tekesplaceinthenext RTT,; elseif Diff
>3, cwndislinearly decreased inthenext RTT. Thefactorsa and 3 (usually set to 2 and 4) represent too little
and too much datain network, respectively. ThisistheVegas congestion Avoidance schemel2. InReno, itis
possi bleto reduce the congestion window sizemorethan oncewhenlossoccursduring oneRTT intervd. In
contrast Vegas only decrease the congestion window if the retransmitted segment was previously sent after
thelast shrink. Vegas detect | osses much sooner than Reno.

TCP SACK

When the TCP Segment has been sent & the retransmission timer expires, the sender isforced to
resend the segment and it is assumed that the segment has been lost. It may be possible that |ater these
segment arrived at the receiver then receiver hasno way to inform sender that it hasreceived other ssgments
because of therequirement of theACK only in contiguous manner. Idedlly the sender should retransmit only
thelost segment(s) whilethereceiver continuesto queuethelater ssgments. TCP SACK isatechniquethat
can helptoreduce such typeof unnecessary retransmission. Seck dgorithmdlow aTCPrece ver to acknowledge
out of order segments selectively and the sender retransmit the only the missing data segmentsinstead of
sending all unacknowledged segments. The ma or problem with SACK isthat wewill need to implement
el ective acknowledgement which isnot easy task.

TCP Westwood

TCPWestwood improvesthe performance of TCPRenoinwired aswell aswirelessnetworks. There
aretwo variantsof TCP-Westwood, oneisbased on TCP Reno and other isbased on TCPNew-Reno. TCP
WestwoodNR relieson end to end bandwidth estimation to discriminate the cause of packet loss, whichisa
major problemin TCP-New Reno.

Existing Algorithms

Drop Tail asthe name suggestsdrops packetsfrom tail of thefull queue. it isoneof thesimplest and
most widely used congestion control agorithminthe current internet routers, which drops packetsfromtail of
thefull queue. It workson FIFO based queue of limited sizewhich s mply drops packetswhen queuebecomes
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full. Advantagesincludeditssmplicity, suitability to heterogeneity, itsdecentralized nature and better link
utilization. Disadvantages arelake of fairness, no protection against the non responsiveflows (Flowswhere
the sending rateisnot reduced even after the congestion indicated) and no relative Quality of Service.

Droptail-TCPReno routers have Two major drawbacks areitslockout behavior (monopolizing of
availablebandwidth by asingle or afew sourceswhichisusually theresult of globa synchronization) andthe
full queue phenomena. Full queueisaserious problemwhenwhich refersto the situation when queuebecomes
full for long period of time, which resultslarge end-to-end del ays. Some other schemelike Random drop on
full queuesolvesthe problem of lock-out. But unableto solvethe problem of Full Queue. Oneof the possible
solution of thisisto detect congestion earlier and then accordingly acknowl edgethe sources about the congestion
before queue getsoverflow.

One of the mechanism adopt thisstrategy isActive Queue Management (AQM ), it detect & reacts
beforebuffer overflow occurs. It drops packet actively to notify thetraffic sourcesto dow downitstransmission.

RED (Random Early Detection) ismainly proposed to be mainly used in theimplementation of AQM.
RED Signalsincipient congestion to TCP by dropping packets before the queue becomesfull with the drop
probability depending on running average queuesize(a). If the average queuesizeisbetween the minimum
threshold (min, ) & maximum threshold(max,, ) thenthe packet ismarked/dropped with alinearly increasing
probability depending on average queuesize.if the average queue size exceedsthe maximum threshold then
every packet isdropped.

If g,> max,,, then the packet isdropped. If g, <min, thenthe packet isforwarded through. RED uses
randomized gpproach to sol ve both thelockout and full queues problems. Though RED isbetter solutionthan
droptail butit failsfor different network condition dueto selection of congestion indicators.

CHOK eAlgorithm, Whenever the new packet arrived in congested gateway router apacket isdrawn
at random from FIFO queue, and drawn packet iscompared with thearriving packet . if both belongsto the
sameroutethen both are dropped € sethe packet that ischosen randomly iskept integral and thenew arrived
packet isadmitted into the buffer with aprobability depending on thelevel of congestion.

The computation of probability issameasin RED . However, thisa gorithm not present well if the
number of flowsishuge as compared to buffer space.

Virtua QueueAlgorithm, Inthisalgorithm avirtual queueismaintainedinlink withthesamearrivd rate
asthereal queue, but the capacity of the virtual queueislessthan the capacity of real queue . When the
packets are dropped in virtual queue then all packets already enqueued in therea queuean all arriving
packetsaremarked until virtual queue becomesempty again.

Adaptive Virtual QueueAlgorithm, ItissameastheVirtual QueueAlgorithm but thesizeof thevirtua
gueueinthisagorithmissameasthat of real queue. At thearrival of each new packet the capacity of virtua
gueueisupdated. However it doesnot follow the varying traffic pattern at flow in network. It isalso FIFO
based methodol ogy.

A need for an effective dgorithm arisesin complex networkswhich can observethetrafficleve ableto
takeaprior stepinorder to avoid the congestion.

Releted Work

InLiteraturereview researcher observethat thereare many researcherswho haveworked on Congestion
control. It showsthat at present thereisno any single algorithm that can resolve every problem of congestion
control.

In, Author surveysvarious congestion control algorithmsand evaluatetheir characteristic. It concluded
that thereisno singlealgorithm that can resolveall of the problems of congestion control on the network.
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C. Socrateset al. presentsasurvey on avail able congestion control algorithm for packet switched
network and an overview of category of congestion control. It aso concludethat thereisno singleagorithm
that can resolveevery problemsof congestion control on the computer network.

Shakeel Ahmad et al. concentrates on comparative study of different congestion control schemes
based on somekey performance metrics (i.e. Throughput, M ean Queue Length, Packet loss probability, Link
Utilization, End-to End Delay).

DinaKatab et al. Presentsasimpledefinition for congestion based on supply and demand of resources.
Discussed anumber of feedback mechanisms, for e g Feedback M essages, Feedback in routing messages,
rejecting further traffic, probe packets. However these schemes are not desirabl e, asfeedback issent only
duringlow load, & absence of feedback automaticaly indicateahighload. Variouspoliciesof different layers
of network has discussed which affect the performance of network such aspacket queuing policy at network
layer affect the resource all ocation among users. Various characteristics of network based on itsfundamental
architecture has been suggested to implement for better congestion control.

Abdulkadir 1brahim et al. Presentsamodified Fast recovery algorithm toimprovethe performance
of the TCP New Reno. Thismodified a gorithmwith TCP New Renoimprovesits performance against both
thethroughput and packet del ay.

KPVijay et al. Proposed anew congestion avoidance mechani sm coupled with authenticated mode
of datatransfer, which relies on the exchange of feedback between routersat theborder of anetwork in order
to detect and restrict unrespongvetraffic flowsbeforethey enter the network and to transmit data securely by
employing cryptographic technique. Thismechanism ensurethat packets do not enter in network faster than
itscapacity to proceed, hence packet istransferred without | oss.

Thedifferent behavior of Wired & Wireless network has been discussed in [10]. Inwired network
CSMA/CD (Carrier sensemultiple accesswith collision detection) keepson listening the channel while
transmitting. By comparing thetransmitted signal & sensed signd, it detect collison and abortsitstransmission
immediately. On the other hand wireless network rely on CSMA/CA ( carrier sensemultiple accesswith
collisonavoidance), thetransmitter can not transmit & listen channel s multaneoudy and channel conditionis
asodifferent at thetranamitter & receiver. Because of these, thetransmitter first transmit the packetsand then
wait for ACK, if ACK doesn’t come within the timeout duration the collision assumed and packet is retransmitted
. The channel iswasted for such unnecessary retransmission. To avoid this problem CSMA-CN anew
techniqueisproposed, inwhich trangmitter usestwo antennas, onefor transmission and other for just listening.
CSMA-CN isan attempt to approx. CSMA/CA in wireless networks. It thusimprove performanceat the
cost of additional antennaat transmitter and correlation at both the ends.

An enhanced algorithm, called Fuzzy —-AQM is suggested using fuzzy logic system to achieve the
benefitsof AQM in[13]. Uncertai nty associated with queue congestion estimation and lack of mathematical
model for estimating the time to start dropping incoming packets makes the Fuzzy —AQM algorithm best
choice.

In, A Fuzzy inference system implementation for Drop tail, ADT-FL isproposed which regul atesthe
gueue sizeof router buffer based on prevailing traffic condition and availablelink bandwidth preventing the
router buffersfrom becoming full when congestion occurs. It taketwo inputs, Traffic Intensity and Available
bandwidth and the output of thismodel isQueue size parameter.

A fuzzy based congestion control schemehas been devel oped in. Thefuzzy input parameterssuch as
delay, buffer szeand flow ratefor each packet iscons dered to produce acongestion gradient factor. Depending
on congestion gradient factor theflow rateis maintained sameor reduced.

Yogini Bazaz et al., proposed amechanism to control the congestion in streaming mediaapplication
by usingfuzzy logic. Theinputsused in thissystem are TCPresponse, changerate and Available bandwidth.
Based ontheseinput parameterssix rules are defined, which setsthe send Rate as output parameter.
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A modification of TCPWestwood congestion control agorithm by using fuzzy controller to enhanceits
performance hasbeen proposed in. The proposed functiona system consist of threeinputsRTT (Round Trip
Time), Ratio (Ratio of number of timeout to the number of dupacks), and diff_ratio (Theratio thetime
difference between two consecutive timeouts to the current estimate of retransmission timer’s timeout interval).
Therearetwo outputs ssthresh (dow start threshol d) and cwnd (congestion window) which specify the new
phaseof TCPtotrigger after thepacket lossevent. In case of congestionit simply behaveslikeoriginal TCP
Reno. However after detecting aprobable non-congestion, it does not throttleitstransmission ratetoo much
and continueto transmit thus does not remain unutilized network capacity in the presence of random bit
errors.

Proposed Algorithms

Using conventiona systemit isdifficult to define various condition of congestion control, asit contains
only twotruthvalues(trueor false). A problem whereal ot of uncertainty and variationin parametersaFuzzy
inference system can haveagood option.

Fuzzy Inferencesystem isaRulebased system which implementsanonlinear mapping betweeninput &
output parameters. It mainly consist four elements- Fuzzyfication, Defuzzyfication, Inferencemechanism &
RuleBase.

In Fuzzification processacrisp input (areal number) isconvertedinto thelinguistic valuesuch aslow,
High etc by fuzzy setsthrough membership function. In FLS asinglecrisp input can have morethan one
lingui stic val ue depends on membership function. Defuzzyfication isaprocess used to convert fuzzy outputsto
acrisp valueusing Rulebase. The Rule base can be defined asa set of rulesand the Inferencemechanismis
that which emulatesthe deci sion making process.

In proposed work, therearetwo input parameters and one output parameter. InputsaretheAvailable
buffer space (Aval,)) and the Differentiation in number of incoming packets & the number of outgoing packets
(Diff) and theoutput is Congestion Gradient factor ( CG

factor) p

Thereare 3 linguigtic valuesfor each input which arelow, moderateand high. And onthe basisof inputs
theCG, _ , calculated with aset of fuzzy rules.

Output function CG__,  isclassifiedintofivelinguisticvariablesasCG,, | ={ VeryLow, Low, Medium,
High, Very High} .Oncethe CG,_  isdetermined frominferencerulethe defuzzificationisperformedto obtain
thefinal vaueof CG

factor *

Table: Fuzzy RuleBasefor CG

factor

Diff Availablebuffer space (Avail )
Low Moderate | High
Low Low Low Very Low

Moderate| High Medium | Low
High Very High | High Medium

Algorithm1
Avail . =Available buffer space, Diff = number of incoming packet — number of outgoing packets, CG, , =
Congestion gradient factor, Min, _Minimum threshold and Max,, = Maximum threshold.

Start

Step 1: Get thecurrent value of Avail . and Diff .

Step 2: Cal Algorithm 2; // to computethevaue of CG

factor

Step 3: If CG,,, islessthantheMin, then forward al incoming packetsthrough.

April to June 2024  www.shodhsamagam.com
A Double-Blind, Peer-Reviewed, Referred, Quarterly, Multi Disciplinary
and Bilingual International Research Journal

343



. AparnaTiwari
ISSN : 2581-6918 (E), 2582-1792 (P)
Year-07, Volume-07, Issue-02 SHODH SAMAGAM Page No. 337 - 346

Step 4:1f CG,_,  isinbetween of Min, and Max, thenmark al| enqueued packetsand al incoming
packetsto notify the sender to decelerate.

Step5: If CG,,  ismorethantheMax, thenal arriving packets are dropped.

Step 6: goto step 2;

Stop.

Algorithm 2
Start
Step 1: initializefuzzy controller withAvail .. and Diff.
Step 2: findthe M embership valuesfor Avail ,  and Diff using triangular rule.
Step 3: Computer the CG,_, | by referring rule base.
Step4: Inform CG,_,_ to congestion controller.
Step 5: Return
Stop

Observations, Results and Discussion

From the study of previousresearchesit hasbeen observed that A number of research work hasbeen
published on the congestion control mechanism, but ill thereisno any singleagorithm that can be ableto
achieve all thegoal s of congestion control and avoid packet |oss . Because of limited bandwidth and the
unpredi ctable behavior of usersthe performance of network isuncertain. Fuzzy logicisbest suitedtowork in
thissituation. Theproposed a gorithmisfuzzy based agorithm, which ableto detect the congestion prior toits
occurrence and perform the necessary actionto avoid congestion.

Congestionisthemain reason of performancedecline. The problem of congestion occurswhenthe
multipleusers contend to accessfor the same resourcesi.e. Bandwidth, buffer space and queues. Themain
god of thisimplementation isto prevent the routersto get congested. Proposed d gorithm makethe appropriate
decision by cdculating CG,_, | onthebasisof availablebuffer space and on time difference between number
of incoming & outgoing packets.

Droptail Policy ismostly used in recent network for Queue management, which dropsall incoming
packetswhen queue becomesfull, without indi cating to sources. Full queue & Lockout arethemain problems
of Droptail. AQM actively dropping the packetsto notify thetraffic sourcesd ow downitstransmissionrate.
Both mechanismsdrop packetsto indicate congestion. RED ( animplementation of AQM) setsminimum &
maximum threshold values, if Average queue size >Min, it startsto drop packets based on the probability of
averagequeuesizeand if Averagequeuesize>Max, . then drop every packet. RED isbetter solutionthanthe
Drop tail but till thereis packet lossto indicate the congestion. In paper [ 14] the proposed mechanism
adjuststhe queue size based ontraffic intensity and available bandwidth. But we already discussed that the
large queue sizeisnot agood solution of congestion control. Instead of these the proposed a gorithm can
perform better asit indicate the sender to decel erate before the occurrence of congestion.

TCP usesend-to-end congestion control rather than the network supported congestion control. TCP/
|Pdoesnot provide any servicesto prevent the buffer of intermediate routersform getting overflow. The
proposed system can be hel pful toidentify intermediate routersthat can get congested, by estimating the
processing load and availablebuffer space & aso perform necessary actionto avoid congestion. The proposed
algorithmiscapableto performwel in wired/wirel ess network especidly in mobilead-hoc network where
each node canwork asrouter.

CONCLUSION

Inthis paper, anew fuzzy based congestion control agorithm has been proposed. When the number of
incoming packets are more than the forwarding capacity of routers, buffer spacefilled up actively & all
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incoming packetsneed to bedropped, becauseof unavailability of buffer space. At thispoint network professed
to be congested. The proposed agorithmisableto detect thetrafficload and avail able buffer spaceprior to
network get congested and accordingly performthe necessary action to avoid packet loss. Usingthisagorithm
if itisfound that rate of incoming packetsishigher than the capacity of network than it dow down the sender
to protect the network from getting congested.

After athorough study of the different available a gorithms, it can be concluded that noneof the perfect
agorithmsareavailablethat protect the network from packet lossaswell asincrease network performance.
Withlimited bandwidth and unpredi ctabl e behavior of user afuzzy logic based al gorithm can beagood option
to protect the network from getting congested asthe proposed a gorithm.

Hence, the proposed al gorithm can provide better performancethan all existing algorithmasit can
proactively identify the congestion prior toitsoccurrence and applied to protect the network from congestion
& packetloss. The proposed algorithmis suitablewith both environment wired and/or wireless networks.
Unlike TCPit can also beused onintermediate routersto prevent from congestion.

REFERENCES

1.  Abhale, Ashwini & Nagraj, Uma (2014) “ AReviewon Improving Performance by reducing Collision
Overheads with CSMA-CN (Collision Notification)”, International Journal of
Advance Foundation and Research in Computer (IJAFRC), Volume 1, Issue 1,
Jan 2014, ISSN No. : 2348-4853

2. Ahmad, Shaked; Mugtafa, Adli Bashir; Ahmad, Arjamand Bano and Hosam, (2009) Al-Sammarraie
“Comparative Study of Congestion Control Techniques in High Speed Networks”
Inter nation Journal of Computer Science and information Security, Vol. 6, No. 2.

3. Bazaz, Yogini; Kumar, Sudesh and Anand, Sanjay (2013) “Congestion Control Mechanism using
Fuzzy Logic” International Journal of Emerging Trends& Technology in Computer
Sience(1JETTCS), Volume 2, Issue 2, March—April 2013 ISSN 2278-6856.

Computer Networks, 4th Edition, A.S. Tanenbaum, Prentice Hall of India, New Delhi.
Dataand Computer Communication, 6th edition, William Stallings Pearson Edition, New Delhi.

Fahmy, Soniya and Karwa, Tapan prem “TCP Congestion Control : Overview and Survey of
Ongoing Research” Purdue University, West Lafayette, IN 47907-1398.

7. Hemlata, Pandey, V. K. (2015) “Automatic Traffic Management and Congestion Avoidance”,
Inter nation Jour nal of Advance Research in Computer Science and Management
Sudies, Volume 3, Issue 4, April 2015. ISSN: 2321-7782 (online) available at
WWW.ijarcsms.com

8. Ibrahim, Abdulkadir & Widiantoko, Ari (2016) “Evaluation of TCP RENO and TCP NEWRENO
Using Congestion Control for Host to Host”, Internation Journal of Science
Technology and Management, Vol. No. 5, Issue No. 03, March 2016, | SSN 2394-
1537.

9. Jain, Monal; Tomar, Deepak Singh & Tomar, Shiv Kuamr Singh (2015) “a Survey on TCP Congestion
Control Schemes in Guided Media and Unguided Media Communication” Internation
Jouranal of Computer Applications (0975-8887), Volume 118-No. 3, May 2015.

10. Katab, Dina; Handley, Mark & Rohrs, Charlie (2002) “Congestion Control for High Bandwidth-
Delay Product Networks” SIGCOMM’02, August19-23.

April to June 2024  www.shodhsamagam.com
A Double-Blind, Peer-Reviewed, Referred, Quarterly, Multi Disciplinary
and Bilingual International Research Journal

345



ISSN : 2581-6918 (E), 2582-1792 (P) AparnaTiwari

Year-07, Volume-07, |ssue-02

SHODH SAMAGAM Page No. 337 - 346

11.

12.

13.

14.

15.

16.

17.

18.

19.

Mishra, Akshay & Sinha, Nirmala (2016) “Congestion Control Issues & Trends”, Internation Jouranal
of Advance Research in Computer Science and Software Engineering, Colume6,
Issue 4, April 2016. ISSN: 2277 128X. Available online at : www.ijarcsse.com,
Assesson 20/02/2024.

Natsheh, Essam; Jantan, Adznan B.; Khatun, Sabira and, Subramaniam, Shamala (2007) “Fuzzy
Active Queue Management for Congestion Control in Wireless Ad-Hoc” The
International Arab Journal of Information Technology, vol 4, No. 1, January
2007.

Shalinie, S. Mercy; Preetha, G.; Mnidhya, S. Dina; Kiruthika Devi B. S. (2010) “Fuzzy
AdaptiveTuning of Router Buffers for Congestion Control”, International Journal
of Advancements in Technology, http://ijict.org, Vol 1, No 1, June 2010, ISSN
0976-4860, Assess on 22/02/2024.

Smitha, K; Anand, H. U. and Mallapur, J. D. (2011) “ FUZZY BASED CONGESTION CONTROL
IN WIRELESS NETWORK?”, Internation Journal of Computer Science and
Communication, Vol 2, No. 2, July-December 2011.

Socrates, C.; Devamalar, P. M. Beuah & Sridharan, R. Kannamma (2014) “Congestion Control
for Packet Switched Networks: A Survey” International Journal of Scientific and
Research publications, Volume4, Issue 12, December 2014.

Subramani, B. & Karthikeyan T. (2014) “AReview on Congestion Control”, International Journal
of Advanced Research in Computer and Communication engineering, Vol. 3,
Issuel, January 2014.

Vijay, K.P. & Karthick, S.V.(2014) “Novel Implementation of Enhancing Reliability of Transmission
on High Performance Network”, InternationJournal of Advance Research in
Computer Science and Management Sudies, Volume 2, Issue 1, January 2014,
ISSN: 2321-7782(0nline) available at www.ijarcsms.com, Assesson 27/02/2024.

Vijipriya, J. & Suppiah, S. (2016) “An Extended study on Newton Raphson Congestion Control”
Internation Journal of Advanced Research, Volume 4, Issue 2, 574-581, ISSN
2320-5407.

Zainab T. Alisa, Sara Raad Qasim “AFuzzy based TCP Congestion Control for Wired Networks”,
International Journal of Computer Applications (0975-8887), Vol 89-No. 4,
March 2014.

kkhkkkkkk*k

April to June 2024  www.shodhsamagam.com 346
A Double-Blind, Peer-Reviewed, Referred, Quarterly, Multi Disciplinary
and Bilingual International Research Journal



